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Figure 13.2: Top Panel: A simulation of measured fringe phases when the atmo-
sphere induces small phase shifts. The intrinsic phase (0 degrees) could be ex-
tracted from such a dataset. Bottom Panel: A simulation of measured fringe phases
for a turbulent atmosphere which causes phase shifts greater than π radians. All
phase information is lost.

13.1.2 Phase Referencing

In Chapter 9 of this volume, possible techniques for recovering this phase information using

phase referencing are described. I will briefly mention only three of these.

1. Nearby Sources. If a bright point source (or source with well-known structure) lies

within an isoplanatic patch (see Chapter 5), then its fringes will act as a probe of

the atmospheric conditions. By measuring the instantaneous phases of fringes from

the bright source, one can correct the corrupted phases on the science target. This

has been applied to narrow-angle astrometry where fringe-phase information is used

for determining precise relative positions of nearby stars (Shao and Colavita 1992;

Colavita et al. 1999). While it would be very valuable to use an artificial guide star

for phase referencing a long baseline interferometer, current laser beacons are too

spatially extended; schemes exist to circumvent this problem (Gavel et al. 1998).

2. Measuring ∆Φ. In the millimeter and sub-millimeter bands, phase shifts caused

by fluctuations in the column density of atmospheric water-vapour can be monitored

by observing its line emission. This information can be used to phase-compensate

the interferometer, allowing longer coherent integrations and accurate fringe-phase

determination on the target (Wiedner 1998, and references therein). In the mid-

infrared, strategies to actively monitor ground-level turbulence using temperature
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sensors are being explored by the Infrared Spatial Interferometry group at Mt. Wilson

motivated by recent atmospheric studies (e.g., Bester et al. 1992).

3. Spectral Lines. Another possibility is to observe a target at multiple wavelengths

and to use data from one part of the spectrum to calibrate another. For example, one

might use fringes formed by the continuum emission to phase reference a spectral line

(e.g., Vakili et al. 1997).

Phase referencing is not feasible for most sources, and one must make use of closure quan-

tities.

13.2 The Closure Quantities

13.2.1 Closure Phase and the Bispectrum

Consider Figure 13.3 in which a phase delay is introduced above telescope 2. This causes a

phase shift in the fringe detected between telescopes 1–2, as discussed in the last section.

Note that a phase shift is also induced for fringes between telescopes 2–3; however, this

phase shift is equal but opposite to the one for telescopes 1–2.

Observed Intrinsic Atmosphere

Φ(1−2) = Φ0(1−2) + [φ(2) − φ(1)], (13.6)

Φ(2−3) = Φ0(2−3) + [φ(3) − φ(2)], (13.7)

Φ(3−1) = Φ0(3−1) + [φ(1) − φ(3)]. (13.8)

Hence, the sum of three fringe phases, between 1–2, 2–3, and 3–1, is insensitive to the phase

delay above telescope 2.

Closure Phase (1−2−3) = Φ(1−2) + Φ(2−3) + Φ(3−1)

= Φ0(1−2) + Φ0(2−3) + Φ0(3−1). (13.9)

This argument holds for arbitrary phase delays above any of the three telescopes. In

general, the sum of three phases around a closed triangle of baselines, the closure phase,

is a good interferometric observable; that is, it is independent of telescope-specific phase

shifts induced by the atmosphere or optics.

The idea of closure phase was first introduced by Jennison to compensate for poor phase

stability in early radio VLBI work (Jennison 1958). Although Jennison also described an

optical counterpart (Jennison, 1961), Rogstad (1968) is usually credited with first suggesting

closure phase techniques at optical wavelengths. The first experiments at optical telescopes,

using aperture masks, were only carried out some twenty years later (Baldwin et al. 1986;

Haniff et al. 1987; Readhead et al. 1988; Haniff et al. 1989). Currently only two separate-

element interferometers have succeeded in obtaining closure-phase measurements, in the
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Figure 13.3: Phase errors introduced at any telescope in an array causes equal but
opposite phase shifts, canceling out in the closure phase, which is the sum of Φ(1−2),
Φ(2−3), and Φ(3−1) (see Readhead et al. 1988).

optical/infrared, first at COAST (Baldwin et al. 1996) and soon after at NPOI (Benson

et al. 1997).

Another way to derive the invariance of the closure phase to telescope-specific phase shifts

is through the bispectrum. The bispectrum B̃ijk = ṼijṼjkṼki is formed through triple

products of the complex visibilities around a closed triangle, where ijk specifies the three

telescopes. Using Equation 13.5, we can see how the telescope-specific errors affect the

measured bispectrum:

B̃ijk = Ṽmeasured

ij Ṽmeasured

jk Ṽmeasured

ki (13.10)

= |Gi||Gj | ei(ΦG
i −ΦG

j ) Ṽtrue

ij · |Gj ||Gk| ei(ΦG
j −ΦG

k
) Ṽtrue

jk · |Gk||Gi| ei(ΦG
k
−ΦG

i ) Ṽtrue

ki (13.11)

= |Gi|2 |Gj |2 |Gk|2 Ṽtrue

ij · Ṽtrue

jk · Ṽtrue

ki . (13.12)

From the above derivation, one can see the bispectrum is a complex quantity, and that

the phase is identical to the closure phase. The use of the bispectrum for reconstructing

diffraction-limited images was developed independently (Weigelt 1977) of the closure-phase

techniques, and the connection between the approaches realized only later (Roddier 1986).

13.2.2 Closure Amplitudes

When one has four or more telescopes, another important closure quantity can be formed,

the closure amplitude. The closure amplitude is constructed to be independent of the

telescope-specific gain amplitudes. The closure amplitude Aijkl can be defined in a variety

of ways, but here it is defined in terms of four telescopes ijkl:
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Aijkl =
|Ṽmeasured

ij ||Ṽmeasured

kl |
|Ṽmeasured

ik ||Ṽmeasured

jl |
(13.13)

=
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(13.14)
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|Ṽtrue

ik
||Ṽtrue

jl
|
. (13.15)

In radio interferometry, this is an important quantity and can be used to compensate for

detector gain fluctuations and changing antenna efficiencies. However in the optical and

infrared regime, varying fringe amplitudes are not caused by telescope-specific gain changes

(such as scintillation), but rather arise from baseline-dependent decorrelation effects related

to atmospheric turbulence. Hence, the closure amplitude is not very important to consider

for optical/IR interferometers, although recent advances, such as the use of high-order

adaptive optics systems and fast fringe tracking, may make this quantity more interesting

in the future.

13.2.3 Measuring Closure Phases

Before we discuss how to interpret the closure phases, let us first discuss the appropriate

way of measuring them.

Averaging in the Complex Plane

Under noisy conditions, each individual closure-phase measurement may vary from −180◦ to

180◦. Obviously, averaging the scalar phase in such a case will be useless as shown in Section

13.1.1. However, there is a crucial difference between averaging the closure phases and

averaging the fringe phases, and this is illustrated in Figure 13.4. The source of the phase

variations in the latter case was atmospheric phase shifts, or “phase noise.” However, the

closure phase can be thought of as the phase of the bispectrum, and the noise (from detector

or Poisson statistics) is an “additive noise.” In the left panel of Figure 13.4, the measured

bispectrum (thick, solid arrow) is shown in the complex plane and is the sum of a (small)

“true” signal (thin, solid arrow) and a larger “noise” vector (dashed arrow). The resulting

vector (bispectrum measurement) could lie anywhere on the dashed circle; since the closure

phase is the phase of the complex bispectrum, one can see that the closure phase is hardly

constrained. However, the right panel shows why averaging of the bispectrum is effective,

unlike averaging of the fringe phasors in Section 13.1.1. The “true signal” component of

the vector-averaged bispectrum increases linearly with the number of samples N , while the

“noise signal” is undergoing a random walk whose rms amplitude grows like
√

N . Simply

speaking, the signal-to-noise ratio of the bispectrum measurement should grow like
√

N .

Methods of averaging noisy closure phases are discussed in Woan and Duffett-Smith (1988).

More detailed (and accurate) analyses of the bispectrum under a wider range of signal-to-
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Figure 13.4: The bispectrum is a good observable for optical interferometry. The
measured bispectrum is a complex quantity composed of the true signal and noise.
Vector averaging allows the signal to grow linearly with the number of independent
data points N , while the amplitude of the noise term will only grow by

√
N .
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Figure 13.5: The principles of aperture masking. The left panels show the aperture
masks being used, while the middle panels show the resulting interference patterns.
The right panels result from taking the 2-D power spectra (modulus-squared of 2-D
Fourier transform) of the image interference patterns. Each individual fringe pattern
becomes a pair of isolated spots in the Fourier plane.
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noise conditions are discussed in Readhead et al. (1988) and Kulkarni (1989). Sources of

bias in the bispectrum are evaluated in Pehlemann et al. (1992).

Aperture Masking Example

Let us consider an example from aperture masking. Two simple implementations of aperture

masking are illustrated in Figure 13.5. The top series of panels document the use of the

simplest mask possible, one with only two holes. The first panel shows the aperture mask

being used, while the middle panel displays the corresponding “image” at the focal plane

of the telescope. One sees a fringe pattern as expected from a simple Young’s experiment,

with fringes running in the same direction as the hole-separation vector. The overall size

of the fringe envelope is determined by the diffraction patterns of the individual holes. The

two-dimensional power spectrum of the image fringes can be used to determine the exact

fringe frequency and fringe amplitude, as can be seen in the right-most panel. The spot in

the center is the DC-term, and is proportional to the square of the total flux in the image

frame. The spots to the right and left correspond to the fringe frequency and the spatial

frequency value for them is proportional to the hole-separation. Since the power spectrum

of a real function is inversion-symmetric, there is equal fringe power at both positive and

negative spatial frequencies. Note the finite sizes of the spots in the power spectrum; this

results from the finite size of the holes, reflecting the multiple baselines that stretch from

one hole to the other. Note that the geometry of the power spectrum is directly related to

the autocorrelation of the pupil mask via the Convolution Theorem (see Chapter 2, Section

2.5).

The bottom series of panels shows the next most complicated arrangement of holes for

an aperture mask; one hole has been added to the first mask. One can clearly see in the

middle pattern the effect of the additional hole. Now three baselines exist and thus three

intersecting fringe patterns form, adding constructively and deconstructively in a pattern

of spots. One can extract the amplitudes and exact spatial frequencies of the three fringe

patterns by taking the power spectrum, which appears to the right. The original left-right

baseline is still there, but now one can see the two new diagonal baselines. The closure

phase can be found by Fourier transforming each image created through such a mask, and

the Fourier phases summed from the appropriate spatial frequency bins. The location of

the origin (phase center) during the Fourier transform does affect the individual phases

determined for each baselines. However, its straightforward to prove that the closure phase

is not sensitive to the choice of origin. This is equivalent to saying that the closure phase

is independent of image translation. Indeed, for any set of three telescopes, it would be

impossible to distinguish between an image translation or atmospheric phase disturbances.

An example of closure-phase analysis has been included in Figure 13.6 from actual data

using an aperture mask on the Keck Telescope (see Section 13.3.5). The top panel shows

the phases measured on three separate baselines for 100 short-exposure images on a point-

source calibrator. Except for the shortest baseline (filled circles) which somewhat cluster
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Figure 13.6: This figure illustrates the utility of closure phase averaging from real
data. The top panel shows the Fourier phases of three fringe patterns, corresponding
to a closed triangle of three baselines. The observed phases are marked by three
different plot symbols for 100 separate frames. The bottom panel shows the closure-
phase signal resulting from summing the above phases around the baseline triangle.
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Figure 13.7: This figure shows the 100 bispectrum measurements and the vector average.
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around 0◦, the individual Fourier phases are pretty evenly spread between −180◦ and +180◦.

However, when the phases are summed in the appropriate way, this closure-phase quantity

has much less dispersion than the individual phase measurements and is equal to about

zero degrees. Using proper weighting, the uncertainty in the above measurement of the

closure phase can be reduced to only ∼2◦ for just 100 frames; such accurate closure phases

are essential for reliable image reconstructions of complicated sources. As discussed above,

the best way to determine the closure phase is to average the bispectrum in the complex

plane, as shown in Figure 13.7.

Φ (1-2-3) = Φ (1-2-4) + Φ (4-2-3) + Φ (1-4-3)  

In General:

Φ (1-2-3) = Φ (1-2-n) + Φ (n-2-3) + Φ (1-n-3)  

2 3

1

4

n

Figure 13.8: This figure illustrates important closure-phase relations.

13.2.4 Closure Phase Relations

For N telescopes, there are “N choose 3,”
(

N

3

)

=
(N)(N − 1)(N − 2)

(3)(2)
,

possible closing triangles. However, there are only
(

N

2

)

=
(N)(N − 1)

2

independent Fourier phases; clearly not all the closure phases can be independent. Fig-

ure 13.8 illustrates how any given closure phase can be expressed as a sum of three others.

The number of independent closure phases is only
(

N − 1

2

)

=
(N − 1)(N − 2)

2
,

equivalent to holding one telescope fixed and forming all possible triangles with that tele-

scope. The number of independent closure phases is always less than the number of phases
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Table 13.1: Phase information contained in the closure phases alone

Number of Number of Number of Number of Independent Percentage of

Telescopes Fourier Phases Closing Triangles Closure Phases Phase Information

3 3 1 1 33%

7 21 35 15 71%

21 210 1330 190 90%

27 351 2925 325 93%

50 1225 19600 1176 96%

one would like to determine, but the percent of phase information retained by the clo-

sure phases improves as the number of telescopes in the array increases. Table 13.1 lists

the number of Fourier phases, closing triangles, independent closure phases, and recovered

percentage of phase information for telescope arrays of 3 to 50 elements. For example, ap-

proximately 90% of the phase information is recovered with a 21-telescope interferometric

array (e.g., Readhead et al. 1988). This phase information can be coupled with other image

constraints (e.g., finite size and positivity) to reconstruct the source brightness distribution

(see Section 13.3).

13.2.5 Simple Cases

Equal Binary

Since the closure phases are independent of the phase center, one can strategically place

the origin in order to more easily determine the Fourier phases for a given brightness

distribution. For example, consider the equal binary system depicted in Figure 13.9. The

complex visibility can be easily written by choosing the origin midway between the two

components. If u is the baseline vector and ρ is the separation vector of the binary, we have

V = 0.5
[

exp
(

−2πu · ρ

2

)

+ exp
(

2πu · ρ

2

)]

= cos
(

2πu · ρ

2

)

(13.16)

Note the abrupt phase jump when the visibility amplitude goes through a null. These

discontinuities are smoothed out when the two components are not precisely equal.

But what about the closure phases? Since a closure phase is simply a sum of three phases,

we can immediately see that all the closure phases must be either 0◦ or 180◦. In fact, this

is true not just for equal binaries, but any point-symmetric brightness distribution. This

is easily proven: by placing the origin (phase center) at the location of point-symmetry,

then we can make the imaginary part of the Fourier transform disappear (i.e., all odd basis

functions must be zero). Hence, the phases of all Fourier components must be either 0◦ or

180◦.
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Figure 13.9: This figure shows the complex visibility for an equal binary system. With
the above choice for the phase center, the Fourier phases can be represented simply.
Notice the abrupt phase jumps when visibility amplitude goes through a null.

For an equal binary then, we would expect to see abrupt closure-phase jumps between

0◦ and 180◦ if one of the baselines traverses a null in the visibility pattern. This indeed

has been observed with COAST (Baldwin et al., 1996) and with the NPOI (Benson et al.,

1997). One can determine the binary separation (and brightness ratio) from the closure-

phase information alone.

Faint Hotspot on Stellar Surface

In Figure 13.10, a more complicated example is illustrated, a star with a hotspot. This can

be thought of as unequal binary with one of the components being resolved. For closing

triangles with all short baselines (compared to that needed to resolve the star itself), the

flux from the star itself dominates the visibility measurement. Hence, the system looks

mostly centro-symmetric (like a round star), and we expect closure phases to be small. For

triangles containing all long baselines, the star itself is mostly resolved and the hotspot

dominates the appearance. In this limiting case as well, the closure phases should all be

zero. This illustrates how an interferometer acts as a spatial filter, allowing only image

details of certain spatial scales to be detected.

It is only at intermediate baselines, when the star itself is partially resolved, that non-zero

(and non-180◦) values of the closure phases are expected. Hence, we see the importance of

having a variety of closing triangles available, since only some of them will contain useful

information about the source structure. For instance, without intermediate-sized closing
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At low resolution, stellar disk
dominates: Point-symmetric.

At highest resolution, stellar
disk is resolved.  Hotspot by
itself is also Point-symmetric.

Figure 13.10: This illustrates the behavior of closure phases for a source consisting
of a star with a hotspot. At both high and low spatial resolutions, the closure phases
should be near zero. Only at intermediate baselines will the closure phases have
significant non-zero values.

triangles, we would know the size of the star and reveal the presence of a hotspot, but we

would only weakly constrain the hotspots position on the stellar surface. Very convincing

measurements of non-zero/180◦ closure phases (or more simply, imaginary bispectral com-

ponents) can be found in Tuthill (1994) and associated papers, establishing the presence of

hotspots on a number of evolved giants and supergiants.

13.2.6 Summary

There are a few important points to remember from this section.

• The bispectrum is always real for sources with point symmetry. That is, the closure

phases are all 0◦ or 180◦.

• Closure phases are not sensitive to an overall translation of image. A translation is

indistinguishable from atmospheric phase delays for any given closing triangle.

• The closure phases, or bispectrum, are independent of telescope-specific phase errors.

Non-zero closure phases from a point source can result from having non-closing tri-

angles and phase delays after beam combination.

13.3 Imaging

While modeling visibility and closure-phase data with simple models is useful, one would

like to make an image unbiased by theoretical expectations. With a large number of mea-

surements, images of arbitrary complexity should be attainable using optical/infrared in-

terferometers and reliable closure-phase measurements. This section will discuss strategies

currently employed, based on the techniques of Very Long Baseline Interferometry (VLBI)

in the radio.
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13.3.1 Converting Bispectrum to Complex Visibilities

In order to make an image from an interferometer, one needs estimates of the complex

visibilities over a large portion of the (u, v) plane, both the amplitudes and phases. Unfor-

tunately, there are not as many independent closure phases as there are Fourier phases (for

non-redundant arrays), hence there is not a unique mapping from closure phases to Fourier

phases. This would seem to make inverting the closure phases into the original Fourier

phases a mathematical impossibility.

Baseline Redundancy—Baseline Bootstrapping

One way to get around this problem is to introduce baseline redundancy into the interfero-

metric array. Figure 13.11 shows a simple four-element, linear, redundant array. Baselines

connecting telescopes 1–2, 2–3 and 3–4 are all identical. Hence, the number of independent

Fourier Phases is reduced from 6 to only 3. We can always assign the shortest baseline

Fourier phase to be zero, since this encodes the position information which can not be

extracted from the closure-phase data anyway. Consider the arrows drawn on Figure 13.11;

these represent some of the baselines and closure triangles possible to have in this geome-

try. The Fourier phase of baseline 1–3 can be determined from the Fourier phases on the

identical baselines 1–2 and 2–3 (which are equal and set to zero) and the closure phase

1–2–3. Now that we have the phase for baseline 1–3, we can determine the Fourier phase

for baseline 1–4, by using the closure phase 1–3–4 and the (now) known phases for baselines

1–3 (just deduced) and 3–4 (same as 1–2 because of baseline redundancy). This process

can be repeated to directly solve for all the Fourier phases given only the closure phases

and setting the short baseline to zero phase.

While this process has found application for direct image reconstruction based on speckle

interferometry (e.g., Cruzalebes et al. 1996; Koresko 1993), there are a number of problems

with this approach. Because the short baseline phases must be determined first in order

to “spiral-out” and solve for longer baselines, the long-baseline phases have much higher

1 2 3 4

Figure 13.11: This is an example of a redundant four-element array geometry. Notice
how baselines 1–2, 2–3, and 3–4 are identical; this allows the phase on baseline 1–
3 to be determined using the closure phase 1–2–3 and only a single Fourier phase
1–2.
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noise. This poor noise propagation can be improved by regularizing the inversion process,

taking into account the noise and solving for a best fit. Simple regularization methods fail

to properly handle phase wrapping and make this process vulnerable to significant errors

unless handled with relatively high numerical sophistication.

Redundant arrays result in significantly poorer sampling in the Fourier plane, (u, v) cover-

age, than non-redundant alternatives when there are only a few telescopes. This would argue

against deploying interferometric elements in such a manner. Interestingly however, base-

line bootstrapping methods for allowing fringe tracking on long baselines with low-visibility

amplitudes may necessitate partially redundant arrays for future sensitive optical/infrared

interferometers (see Chapter 14). Under these conditions, the ability to directly solve for

the Fourier phases from the closure phases may be quite valuable.

Applying Image Constraints

Another way of determining the Fourier phases from a limited number of closure phases is

to apply image constraints. For instance, brightness distributions are always non-negative

and generally have a finite extent. This is especially true in the infrared where thermal

emission is almost always quite compact. These constraints introduce correlations in the

Fourier amplitudes and phases, and essentially remove degrees of freedom from our inversion

problem. The rest of this section will explore this strategy for image reconstruction using

closure phases.

13.3.2 Imaging Goals

The goals of an image-reconstruction procedure can be stated quite simply: find an image

which fits both the visibility amplitudes and closure phases within experimental uncertain-

ties. However in practice, there are an infinite number of candidate images which satisfy

this criterion, because interferometric data are always incomplete and noisy. Furthermore,

the closure phases can not be used to unambiguously arrive at Fourier phase estimates as

stated above, even under ideal noise-free conditions.

Additional constraints are imposed to “select” an image as the best-estimate of the true

brightness distribution. Some of the most common ones are described below.

• Limited Field-of-View. This constraint is always imposed in aperture synthesis imag-

ing, even for a fully-phased array (e.g., VLA). Limiting the field-of-view introduces

correlations in the complex visibility in the (u, v) plane. This is a consequence of the

Convolution Theorem (Chapter 2, Section 2.5), where a multiplication in image-space

is equivalent to a convolution in the corresponding Fourier-space.

• Positive-Definite. Since brightness distributions can not be negative, this is a sensible

constraint. While clearly limiting the range of “allowed” complex visibilities, there are
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few obvious, intuitive effects in the Fourier-plane; one is that the visibility amplitude

is maximum at zero spatial frequency. The Maximum Entropy Method (see Section

13.3.3) naturally incorporates this constraint.

• “Smoothness.” The Maximum Entropy Method, for instance, selects the “smoothest”

image consistent with the data.

• A Priori Information. One can incorporate previously known information to con-

strain the possible image reconstructions. For instance, a low-resolution image may

be available from a single-dish telescope. Another commonly encountered example

is a point source embedded in a nebulosity; one might want the reconstruction algo-

rithm to take into account that the source at the center is point-like from theoretical

arguments.

13.3.3 “Standard” Aperture Synthesis Imaging

For a phased interferometric array (e.g., the VLA), one can use a number of aperture syn-

thesis techniques to produce an estimate of an image based on sparsely sampled Fourier

components. These procedures basically remove artifacts, i.e. sidelobes, of the interfer-

ometer’s point-source response arising from uneven sampling of the (u, v) plane. These

procedures do not incorporate closure phases, but work by inverting the Fourier amplitudes

and phases to make an image. A brief explanation of the most popular algorithms CLEAN

and MEM follow with additional references for the interested reader. See Perley et al.

(1986) for essays on these topics aimed at radio astronomers.

CLEAN

Originally described by Högbom (1974), CLEAN has been traditionally the most popular

algorithm for image reconstruction in radio interferometry because it is both computation-

ally efficient and intuitively understandable. Given a set of visibility amplitudes and phases

over a finite region of the Fourier plane, the “true” image can be estimated by simply set-

ting all other spatial frequencies to zero and taking the Fourier Transform. As one might

expect, this process leads to a whole host of image artifacts, most damaging being positive

and negative “sidelobes” resulting from non-complete coverage of the Fourier plane; we call

this the “dirty map.” The unevenly-filled Fourier plane can be thought of as a product of

a completely-sampled Fourier plane (which we desire to determine) and a spatial frequency

mask which is equal to 1 where we have data and 0 elsewhere. Since multiplication in

Fourier space is identical to convolution in image space, we can take the Fourier transform

of the spatial frequency mask to find this convolving function; we call this the “dirty beam.”

Now the image reconstruction problem can be recast as a “deconvolution” of the dirty map

with the dirty beam.
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The dirty map is CLEANed by subtracting the dirty beam (scaled to some fraction of the

map peak) from the brightest spot in the dirty map. This removes sidelobe structure and

artifacts from the dirty map. Repeating this process with dirty beams of ever decreasing

amplitudes leads to a series of delta-functions which, when combined, fit the interferometric

data. For visualization, this map of point sources is convolved with a Gaussian function

whose full-width at half-maximum (FWHM) values are the same as the dirty beam; this

removes high spatial resolution information beyond the classic “Rayleigh” criterion cutoff.

One major weakness with CLEAN is that this smoothing changes the visibility amplitudes,

hence the CLEANed image no longer strictly fits the interferometric data, especially the

spatial frequency information near the diffraction limit. Another weakness is that CLEAN

does not directly use the known uncertainties in the visibility data, and hence there is no

natural method to weight the high signal-to-noise data more than the low signal-to-noise

data during image reconstruction. Further discussion of various implementations of CLEAN

can be found in Clark (1980), Schwab (1984), Cornwell (1983), and Chapter 7 of Perley

et al. (1986) by T. Cornwell.

MEM

The maximum entropy method (MEM) makes better use of the highest spatial frequency

information by finding the smoothest image consistent with the interferometric data. While

enforcing positivity and conserving the total flux in the frame, “smoothness” is estimated

here by a global scalar quantity S, the “entropy.” If fi is the fraction of the total flux in

pixel i, then

S = −
∑

i

fi ln
fi

Ii

(13.17)

after the thermodynamic quantity; Ii is known as the image prior and must be specified

by the user. The MEM map fi will tend toward Ii when there are little (or noisy) data to

constrain the fit. Often Ii is assumed to be a uniformly bright background, however one

can use other image priors if additional information is available, such as the overall size of

the source which may be known from previous observations.

Mathematically, MEM solves the multi-dimensional (N=number of pixels) constrained min-

imization problem which only recently has become computationally realizable on desktop

computers. Maintaining an adequate fit to the data (χ2 ∼ number of degrees of freedom),

MEM reconstructs an image with maximum S. MEM image reconstructions always contain

some spatial frequency information beyond the diffraction limit in order to keep the image

as “smooth” as possible consistent with the data. Because of this, images typically have

maximum spatial resolution a few times smaller than the typical Rayleigh-type resolution

encountered with CLEAN (“super-resolution”). Further discussions of MEM and related

Bayesian methods can be found in Pina and Puetter (1992), Narayan and Nityananda

(1986), Skilling and Bryan (1984), Gull and Skilling (1984), and Sivia (1987).
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Unfortunately, MEM images also suffer from some characteristic artifacts and biases. Pho-

tometry of MEM-deconvolved images is necessarily biased because of the positivity con-

straint; any noise or uncertainty in the imaging appears in the background of the recon-

struction instead of the source, systematically lowering the estimated fluxes of compact

sources. Also, fields containing a point source embedded in extended emission often show

structure reminiscent of Airy rings, the location of the rings being influenced by the wave-

length of the observation and not inherent to the astrophysical source. Fortunately, these

imaging artifacts are greatly alleviated for asymmetric structures, when closure phases and

not the visibility amplitudes play a dominant role in shaping the reconstructed morphology.

13.3.4 Including Closure Phase Information

The above algorithms were designed to use Fourier amplitudes and phases, not closure

phases. Early image reconstruction algorithms incorporated closure-phase information by

using an iterative scheme (Thompson et al. 1986; Readhead and Wilkinson 1978). The

following steps summarize this process:

1. Start with a “phase model” based on either prior information or setting all phases to

zero.

2. Determine candidate phases by using some values from the “phase model” and en-

forcing all the (self-consistent) closure-phase relations (see Section 13.2.4).

3. Using CLEAN or MEM, perform aperture synthesis mapping on the given visibilities

and candidate phases. At this stage, image constraints such a positivity and/or finite

support are applied.

4. Use this image as a basis for a new “phase model.”

5. Go to step 2 and repeat until the process converges to a stable image solution.

“Self-Calibration”

Cornwell and Wilkinson (1981) introduced a modification of the above scheme by explic-

itly solving for the telescope-specific errors as part of the reconstruction step. Hence the

measured (corrupted) Fourier phases are fit using a combination of intrinsic phases (which

are used for imaging using CLEAN/MEM) plus telescope phase errors. In this scheme,

the closure phases are not explicitly fit, but rather are conserved in the procedure since

varying telescope-specific errors can not change any of the closure phases. Figure 13.12

shows a flow diagram for this procedure, and requires thoughtful consideration in order to

fully understand the power and elegance of “self-cal.”

Self-calibration works remarkably well for large number of telescopes, but requires reason-

ably high signal-to-noise ratio (SNR>
∼5) in the measured complex visibilities. Once the
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Self-Calibration
models intrinsic Fourier phases

plus telescope errors

Generate Fourier phases consistent with
closure phases & begin with initial trial image

Φintrinsic
ij Φmeasured

ij φi φ j–( )–=

    

telescope errors

and phases) of trial image
Calculate complex visibility (amplitudes

Adjust telescope errors so measured Fourier
phases are best fit by combination of trial image

phases plus telescope errors

Correct trial phases based on new estimates of
telescope errors, and map using CLEAN/MEM

If not converged, use this new map
as the next trial image

Figure 13.12: This is a flow diagram for a incorporating closure-phase informa-
tion into CLEAN/MEM aperture synthesis imaging algorithms based on the “self-
calibration” procedure of Cornwell and Wilkinson (1981).
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signal-to-noise ratio decreases below this point, the method completely fails. This concep-

tualization, while useful for radio interferometry, fails for optical/infrared interferometry

where the good observables are the closure phases themselves, not corrupted Fourier phases.

This is because the time-scale for phase variations in the optical/infrared is much less than

a second, as opposed to minutes/hours in the radio.

13.3.5 Imaging Results from Keck Aperture Masking

Detailed images of dusty circumstellar envelopes have been made by performing aper-

ture masking interferometry on the Keck-I telescope at near-IR wavelengths. Both non-

redundant and partially-redundant array geometries have been used with success. The

methodology was as follows. A set of visibility amplitudes and closure phases was obtained

from a series of 100 speckle frames. These data were calibrated by using an equal number

of frames taken on a nearby point-source calibrator. A set of Fourier phases consistent

with the measured closure phases (to within noise) was then generated using an iterative

relaxation technique (Monnier 1999), avoiding phase-wrapping problems of Singular Value

Decomposition methods. This allowed the data to be represented in terms of visibility

amplitudes and “corrupted” Fourier phases. After data conversion to a VLBI data format,

the self-calibration/MEM routines of Sivia (1987) were used to produce diffraction-limited

images. Results from this experiment as well as details regarding observing methodology

and mask geometries can be found in various publications (e.g., Tuthill et al. 1998; Monnier

1999; Monnier et al. 1999; Tuthill et al. 1999; Tuthill et al. 2000).

IRC +10216 and WR 104

In this section I present images of dust shells around IRC +10216 and WR 104. To illus-

trate the importance of phase information to accurately reconstruct images of complicated

objects, I have included MEM reconstructions using no phase information as well as recon-

structions taking advantage of the measured closure phases. Figure 13.13 contains these

results.

Spurious symmetrization is observed in the images with no phase information; this is be-

cause the phases were set equal to zero for definiteness. This enforced point-symmetry and

explains the symmetry observed in the upper panels. Note that the dust shells around

these stars do not conform to the spherically-symmetric, uniform-outflowing dust density

distributions which were theoretically expected. These dust shells have been fit for many

years using spherically-symmetric dust shell models, because insufficient data existed to

make maps free of theoretical bias. Imaging of astrophysical objects is quite important for

confirming theoretical ideas, and these examples showcase the potential of long-baseline

interferometry to produce images of complicated environments using closure-phase imaging

techniques when arrays with sufficient numbers of telescopes come into service.
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Figure 13.13: (top panels) These panels show K-band reconstructions of
IRC +10216 and WR 104 with no phase information. (bottom panels) These pan-
els show the maps when closure-phase information is taken into account.

13.4 Outstanding Issues

There are a number of problems with existing software being used for image reconstruction

by long-baseline optical/infrared interferometry groups. The adoption of phase-referencing

techniques by the VLA and VLBA has allowed direct Fourier inversion of the interferometry

data, using CLEAN or MEM, without requiring a self-calibration step. For this reason (I

believe), scant software or theoretical progress has been made in the last 10 years. Dis-

appointingly, the immense potential of the exponential increase in computing power has

remained unrealized.

13.4.1 Overview of Problems

Here is an incomplete list of some of the outstanding problems with the current status of

image reconstruction software for optical/infrared long-baseline interferometry data:

• There is no agreed data storage format for optical/infrared interferometry data. Stan-

dard radio formats (UVFITS) record complex visibilities rather than the bispectrum

or closure phases. Some have suggested a NASA-derived standard be adopted, since

IPAC will presumably need to archive data from upcoming interferometry projects

(e.g., SIM and the Keck Interferometer). Others believe an extension of FITS, within

the AIPS++ paradigm, may be better.
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• Algorithms should fit directly to the good observables, i.e. the closure phases (bis-

pectrum) and power spectra. This is straightforward, although more computationally

expensive. The “self-cal” concept of fitting to the telescope errors breaks down, since

the atmosphere is cycling the phase many times every second.

• Fits based on the scalar χ2 have baseline-dependent residuals when used with most

regularization schemes. Use of multi-resolution approaches or more sophisticated

“goodness-of-fit” criteria should be attempted.

• A point source embedded in extended nebulosity is often encountered, yet common

image reconstruction algorithms (e.g., MEM) introduce bad artifacts under these

conditions (“ringing”). Use of this type of a priori information should be included in

new algorithms.

• New generation of interferometers have from three to seven elements (usually three).

This will result in quite uneven Fourier coverage, and new strategies, both for plan-

ning observations and reconstructing images, will likely be required if imaging of

moderately complex sources are desired.

Note that solving the above problems will also extend the usefulness of speckle interfer-

ometry, for most users of these techniques are not optimally using their data. In addition,

there may be advantages of combining aperture-masking with new adaptive optics systems

(e.g., Haniff and Wilson 1994).

13.4.2 New Possibilities

Before concluding this section, I want to mention some interesting new techniques which

show promise for solving some of the above problems. While efforts to reconstruct images

based on the bispectrum alone have a relatively long history (e.g., Weigelt 1977), only

recently have these techniques seen success imaging complicated environments (Hofmann

and Weigelt 1993; Weigelt et al. 1998). Recent work applied to mm-wave interferometry,

which has similar atmospheric phase issues, can be found in Katagiri et al. (1997). Some of

the artifacts of MEM and CLEAN could be avoided by developing new aperture synthesis

approaches, based on wavelets (Starck et al. 1994), pixon-based methods (Pina and Puetter

1993; Yahil 1999), or WIPE (Lannes et al. 1997). For the serious reader, I recommend the

series of difficult but interesting papers relating closure-phase imaging to algebraic graph

theory (Lannes 1990; Lannes et al. 1997; Lannes 1998b; Lannes 1998a); the power of these

ideas are surely underutilized.
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13.5 Summary of Important Points

• Closure phases and closure amplitudes are insensitive to telescope-specific errors such

as atmospheric phase delays.

• Closure phases and closure amplitudes can not be used to calibrate baseline-dependent

problems.

• All point-symmetric objects (including disks) yield closure phases of either 0◦ or

180◦, i.e. the bispectrum is entirely real. Hence, closure phases act as strong probes

of asymmetric structure, even when source structure can not be fully resolved.

• Software and theoretical work is absolutely necessary for optimal imaging with the

current generation of long baseline interferometers.

• Despite the total scrambling of Fourier phases by a turbulent atmosphere, the use

of closure phases and image constraints allow nearly complete recovery of all phase

information.
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